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Abstract

This paper aims to discuss modern approaches to assess discriminant validity in the context of
structural equation modeling via partial least squares (PLS-SEM). It illustrates the application
of these approaches using the WarpPLS 7.0 software. The Fornell-Larcker criterion, cross-
loadings method, heterotrait-monotrait (HTMT) ratio, and full collinearity test have been
discussed in this paper. A step-by-step guide is provided to assess discriminant validity using
these four tests in WarpPLS 7.0. The first three criteria are applicable for reflective constructs,
while the full collinearity test can be applied for both reflective and formative constructs. In
different social science disciplines, a combination of reflective and formative constructs is a
common practice, therefore reporting the full collinearity test for the assessment of discriminant
validity can be an advantage.
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Introduction

Partial least squares — structural equation modeling (PLS-SEM) enables composite-based
SEM. It has witnessed growing attention by researchers in recent years and follows a two-step
process including assessment of the measurement model and structural model (Ali et al., 2018;
Kock, 2014).

Assessment of the measurement model entails the evaluation of validity and reliability of
involved constructs in the model (Kock, 2014). This refers to evaluating of relationships between
construct and the associated items; whereas the assessment of structural model focuses on the
causal relationships between constructs (Ali et al., 2018; Amora, 2021; Kock, 2014).

To assess the measurement model, various criteria should be applied based on the nature of
constructs. There are two types of measurement model known as reflective and formative, which
formative can be causal and composite. For the reflective and formative measurement models,
reliability and validity (i.e., convergent and discriminant validity) should be assessed.

However, the suggested criteria for assessment of reliability and validity of reflective and
formative constructs are totally different. Reliability and convergent validity refer to the
assessment of strong correlation of indicators to their corresponding construct and are deemed
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acceptable when indicators load strongly on their associated constructs (Amora, 2021).
Discriminant validity refers to the distinction between constructs in the model.

Discriminant validity is established when the constructs are distinct from each other. In this
short paper, different criteria to establish discriminant validity have been discussed using
WarpPLS 7.0 software (Kock, 2020a). This software incorporates a number of advance features
in addition to those discussed in this article (Amora, 2021; Hubona & Belkhamza, 2021; Mogbel
et al., 2020; Kock, 2020b; 2020c; 2020d; 2021a; 2021b; Morrow & Conger, 2021).

Discriminant Validity

In order to establish discriminant validity, researchers are required to verify all the constructs
in a model are distinct from each other (Kock, 2014; 2015; 2020b; Kock & Lynn, 2012). Lack of
discriminant validity in a model leads to questionable conclusions, disputing whether results can
truely be supported by the data or they are obtained because of using a construct twice in the
model.

Previous studies suggested a few approaches to assess discriminant validity using PLS-SEM
including the Fornell-Larcker criterion, cross-loadings, heterotrait-monotrait (HTMT) ratio, and
full collinearity assessment (Fornell & Larcker, 1981; Henseler et al., 2015; Kock & Lynn, 2012;
Rasoolimanesh et al., 2017). The three first approches can only be applied to the reflective
constructs, not the models involving formative constructs, but the last approch (i.e., full
collinearity) can be applied for both reflective and formative constructs (Rasoolimanesh et al.,
2017).

To establish discriminant validity using Fornell-Larcker criterion the square root of AVE of
each construct should be greaer than the correlation with any other construct in the framework
(Fornell & Larcker, 1981), whereas to establish discriminant validity using cross-loadings
method, the outer loading of each item on its associated construct should be greater than the
loading of item on other constructs (Chin, 1998). There are two methods to assess discriminant
validity using HTMT; comparing with threshold of either 0.85 or 0.9 (Henseler et al., 2015), and
using inference statistic to test the hypothesis that HTMT=1 (Franke & Sarstedt, 2019). Using
suggested thresholds, the value of HTMT should be lower than 0.85 or 0.9, whereas to apply
inference statistic the hypothesis HTMT=1 should be rejected.

Fornell-Larcker criterion, cross-loading method, and the HTMT can only be applied to
reflective constructs to establish discriminant validity. The full collinearity test to assess
discriminant validity was suggested by Rasoolimanesh et al. (2017), which can be applied to
both reflective and formative constructs.

The literature has proposed calculation of variance inflation factors (VIFs) as measures of
collinearity for each construct and then compare these VIFs with a threshold of 10, 5, or the
more conservative threshold of 3.3 (Kock, 2020; Kock & Lynn, 2012).

Empirical illustration

To illustrate different types of discriminant validity, this study has used the model and data
from Rasoolimanesh et al. (2019). Figure 1 shows the model from Rasoolimanesh et al. (2019).

As discussed earlier, to establish discriminant validity, the literature recommended four
criteria. WarpPLS 7.0 provides all four criteria for assessment of discriminant validity. After
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creating model and performing SEM analysis in Step 5, we need to go to “Explore” option and
select “Explore additional coefficients and indices” (See Figure 2).

Figure 1. Conceptual framework
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Notes: CA=Community Attachment; EA=Environments Attitude; CAT=Cultural Attitude; EG=Economic Gain;
INV=Involvement; RP=Residents’ Perceptions.

Figure 2. Explore additional coefficients and indices
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Press a "Proceed to Step ..." button when you are ready to continue.
(Unavailable steps are grayed out; they will be made available as you
progress through the steps.)

For more help, click on the "Help” menu option at the top of this window.

Status of SEM analysis steps (* = completed):

*Step 1: Openicreate project file

Project file: Discriminant validity paper-second-rder.prj

Path: C:\Users\109381\Desktoplarticles\under review pape.__.\
*Step 2: Read raw data

Raw data file: Kashan-Vicinity.csv

Path: C:\Users'\109381\Desktoplarticles\under review pape...\
*Step 3: Pre-process data

*Step 4: Define variables/links in SEM model

*Step 5: Perform/view SEM analysis/results

In “Explore additional coefficients and indices”, we need to select “Discriminant validity
coefficients (extended set)” (See Figure 3), and then we can get the results for assessment of
discriminant validity using four criteria. WarpPLS 7.0 provides the results for Fornell- Larcker
criterion, cross-loadings, heterotrait-monotrait (HTMT) ratio, and the full collinearity test.
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Figure 3. Discriminant validity coefficients (extended set)
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Figure 4 shows the square root of AVE of all constructs greater than the correlation with other

constructs, indicating the establishment of discriminant validity for this study.

Figure 4. Results of discriminant validity assessment using Fornell-Larcker criterion

WA WarpPLS 7.0 - Explore additional coefficients and indices =

Eave Close Help

Wheat to display?
Discriminant validity coefficients (extended set) ~

Notes: here you can view additional coefficients and indices that are not available elsewhere in this software, or that cannot be seen together in one single place; select what you want fo
display.

Di validity coeffi ded set)

Outer model analysis algerithm: PLS Mode A

Correlations among l.vs. with sq. rts. of AVEs

CA EA CAT INV EG RP
CA 0.708 0.187 0.188 -0.218 -0.036 0.201
EA 0.187 0.755 0.328 -0.133 -0.051 0.408
CAT 0.188 0.328 0.785 -0.104 0141 0.229
INV 0218 0133 -0.104 0.803 0575 0.058
EG -0.036 -0.051 0141 0.575 0.808 0.225
RP 0.201 0.408 0.229 0.058 0.225 0.722
Structure loadings and cross-loadings

CA EA CAT INV/ EG RP
itwg, CA1 0.687 0.168 0.172 -0.215 -0.095 0111
CA2 0.771 0.162 0.227 -0.100 0.067 0.164
CA3 0.716 0.037 0.113 -0.082 0015 0122
CA4 0.651 0.150 0.025 -0.218 -0.080 0.158
EA1 0.273 0694 0.205 -0.116 -0.094 0.295
EA2 0.057 0.794 0225 -0.105 -0.022 0.325
s n1n2 n 779 n 212 n nan nnn2 n 2n4

Figure 5 shows the results of discriminant validity assessment using cross-loading, while
Figure 6 shows the results using HTMT, and the value of HTMT ratio for all constructs are lower
than 0.85. In addition, WarpPLS 7.0 provides the inferece statistic to test HTMT=1 hypothesis
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using p value, which should be lower than 0.05, and confidence interval (CI), which 1 should not
fall within lower and upper levels of CI. Figure 7 shows the results using inference statistic for
HTMT, indicating the establishment of discriminant validity for the model.

Figure 5. Results of discriminant validity assessment using cross-loading method
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Figure 6. Results of discriminant validity assessment using HTMTo.s5
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Figure 7. Results of discriminant validity assessment using HTMT inference statistic
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Finally, Figure 8 shows the results of discriminant validity assessment using the full collinearity
test, which is the prefered approch for the current study, due to the formative nature of the
residents’ perceptions. The full collinearity VIFs for all constructs are lower than 3.3.

Figure 8. Results of discriminant validity assessment using the full collinearity test
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Conclusion

The current study briefly discusses four criteria, namely the: Fornell-Larcker criterion, cross-
loadings, heterotrait-monotrait (HTMT) ratio, and full collinearity assessment of discriminant
validity in the PLS-SEM context, and application of these methods using WarpPLS 7.0.

The first three criteria are applicable for reflective constructs, while the full collinearity test
can be applied for both reflective and formative constructs. In different social science disciplines,
a combination of reflective and formative constructs is a common practice, therefore reporting
the full collinearity test for the assessment of discriminant validity can be an advantage.

References

Ali, F., Rasoolimanesh, S. M., Sarstedt, M., Ringle, C. M., & Ryu, K. (2018). An assessment of
the use of partial least squares structural equation modeling (PLS-SEM) in hospitality
research. International Journal of Contemporary Hospitality Management, 30(1), 514-
538.

Amora, J. T. (2021). Convergent validity assessment in PLS-SEM: A loadings-driven approach.
Data Analysis Perspectives Journal, 2(3), 1-6.

Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with unobservable
variables and measurement error. Journal of Marketing Research, 18(1), 39-50.

Franke, G., & Sarstedt, M. (2019). Heuristics versus statistics in discriminant validity testing: a
comparison of four procedures. Internet Research, 3(1), 430-447.

Henseler, J., Ringle, C. M., & Sarstedt, M. (2015). A new criterion for assessing discriminant
validity in variance-based structural equation modeling. Journal of the Academy of
Marketing Science, 43(1), 115-135.

Hubona, G., & Belkhamza, Z. (2021). Testing a moderated mediation in PLS-SEM: A full latent
growth approach. Data Analysis Perspectives Journal, 2(4), 1-5.

Kock, N. (2014). Advanced mediating effects tests, multi-group analyses, and measurement
model assessments in PLS-based SEM. International Journal of e-Collaboration, 10(3),
1-13.

Kock, N. (2015). Common method bias in PLS-SEM: A full collinearity assessment approach.
International Journal of e-Collaboration, 11(4), 1-10.

Kock, N. (2020a). WarpPLS User Manual: Version 7.0. Laredo, TX: ScriptWarp Systems.

Kock, N. (2020b). Multilevel analyses in PLS-SEM: An anchor-factorial with variation diffusion
approach. Data Analysis Perspectives Journal, 1(2), 1-6.

Kock, N. (2020c). Full latent growth and its use in PLS-SEM: Testing moderating relationships.
Data Analysis Perspectives Journal, 1(1), 1-5.

Kock, N. (2020d). Using indicator correlation fit indices in PLS-SEM: Selecting the algorithm
with the best fit. Data Analysis Perspectives Journal, 1(4), 1-4.

Kock, N. (2021a). Common structural variation reduction in PLS-SEM: Replacement analytic
composites and the one fourth rule. Data Analysis Perspectives Journal, 2(5), 1-6.

Kock, N. (2021b). Harman’s single factor test in PLS-SEM: Checking for common method bias.
Data Analysis Perspectives Journal, 2(2), 1-6.

Kock, N., & Lynn, G. (2012). Lateral collinearity and misleading results in variance-based SEM:
An illustration and recommendations. Journal of the Association for information Systems,
13(7), 546-580.

© ScriptWarp Systems, https://www.scriptwarp.com, page 7



Moqbel, M., Guduru, R., & Harun, A. (2020). Testing mediation via indirect effects in PLS-
SEM: A social networking site illustration. Data Analysis Perspectives Journal, 1(3), 1-6.

Morrow, D. L., & Conger, S. (2021). Assessing reciprocal relationships in PLS-SEM: An
illustration based on a job crafting study. Data Analysis Perspectives Journal, 2(1), 1-5.

Rasoolimanesh, S. M., Nejati, M., Lei Mee, T., Ramayah, T., Shafaei, A., & Abd Razak, N.
(2017). Full collinearity as a new criterion to assess discriminant validity of composite
(formative) and reflective measurement models. In 9th International Conference on PLS
and Related Methods (PLS’17) (pp. 17-19).

Rasoolimanesh, S. M., Taheri, B., Gannon, M., Vafaei-Zadeh, A., & Hanifah, H. (2019). Does

living in the vicinity of heritage tourism sites influence residents’ perceptions and
attitudes? Journal of Sustainable Tourism, 27(9), 1295-1317.

© ScriptWarp Systems, https://www.scriptwarp.com, page 8



