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Abstract 

Partial least squares structural equation modeling (PLS-SEM) has gained popularity among 

researchers in part due to its relaxed requirement for multivariate normality. One important step 

in performing structural equation modeling (SEM) is to test the normality assumption. In this 

paper, we illustrate how to assess univariate and multivariate normality in PLS-SEM using 

WarpPLS.  
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Introduction 

    Partial least squares structural equation modeling (PLS-SEM) is a modeling technique that 

enables researchers to analyze causal-predictive relationships between latent variables. It has 

gained increasing popularity due to its ability to estimate complex path models with relaxed 

restrictions on sample sizes and the assumption of normality (Kock, 2016; Kock & Hadaya, 2018).  

   Classic PLS-SEM algorithms compute composites as exact linear combinations of indicators, 

whereas factor-based PLS-SEM algorithms generate estimates of both composites and factors to 

fully account for measurement error. WarpPLS is a leading software that supports both classic and 

factor-based PLS-SEM algorithms, providing users with accurate estimates while taking into 

account measurement error (Amora, 2021; Canatay et al., 2022; Ezeugwa, et al., 2022; Hubona & 

Belkhamza, 2021; Kock, 2019a; 2019b; 2019c; 2020a; 2020b; 2020c; 2021a; 2021b; 2022a; 

2022b; 2022c; Moqbel et al., 2020; Morrow & Conger, 2021; Rasoolimanesh, 2022). In this paper, 

we use WarpPLS version 8.0 to illustrate how to assess univariate and multivariant normality in 

PLS-SEM. 

 

The normality assumption and PLS-SEM 

    Although the assumption of normality is required by a number of statistical methods, such as 

linear regression, analysis of variance (ANOVA), and multivariate analysis of variance 

(MANOVA), PLS-SEM has been shown to perform uniquely well with non-normal data (Kock, 

2016; 2022a; Kock & Hadaya, 2018). When normality is in doubt, steps can be taken to check the 
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data for univariate and multivariate normality (Yazici & Yolacan, 2007). WarpPLS allows users 

to assess both univariate and multivariate normality via a variety of measures and tests, including 

skewness, excess kurtosis coefficients, normality tests, as well as histograms. 

 

Illustrative model and data 

    Figure 1 presents the model used for the upcoming discussion. It consists of four latent variables: 

the degree to which members of project teams use an e-collaboration technology (EC); the degree 

to which members of project teams use state-of-the-art project management techniques (PM); the 

business success of the projects conducted by the teams (SU); and the degree to which members 

of project teams are satisfied with their regular jobs (JS). 
 

Figure 1: Illustrative model used 

 

 
Notes: EC = e-collaboration technology use; PM = project management techniques use; SU = project success; JS = 

job satisfaction. Figure notations are ECollab for EC, Projmgt for PM, Success for SU, and JSat for JS. 

 

    Data was generated through Monte Carlo simulation (see Kock, 2016 for details). The data set 

contains 300 cases, each case referring to one project team involved in the development of new 

products in various organizations. The unit of analysis is a project team, not an individual. 

Examples of new products include a new toothpaste, a new car part, a new pill to treat a disease, 

to name a few. 

    It is hypothesized that e-collaboration technology use (EC) facilitates the use of project 

management techniques (PM), which in turn increases project success (SU). E-collaboration 

technology use (EC) also increases project success (SU) directly, without PM mediation. Job 

satisfaction (JS) of project team members has been included as a control variable. 

 

Assessing univariate normality in PLS-SEM 

    Under the “Data” tab, users can access the menu option “View or save correlation and 

descriptive statistics for indicators” to check for univariate normality. This option allows users to 

view the descriptive statistics for indicators of all latent variables included in the model, including 
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skewness, excess kurtosis coefficient, results of two normality tests (i.e., Jarque-Bera and robust 

Jarque-Bera tests of normality), and histograms. 

    Figure 2 shows the descriptive statistics for the three indicators of EC. As illustrated, the 

skewness and excess kurtosis values for all three indicators of EC are close to zero and range from 

-0.216 to -0.006  and 0.008 to 0.139, respectively; which suggests a normal univariate distribution 

for each of the EC indicators (Kock, 2016). All three indicators pass the original Jarque-Bera (JB) 

test of normality yet fail the robust Jarque-Bera (RJB) test of normality, which has been shown to 

have identical or slightly higher power than the original JB test for detecting alternatives to 

normality (Gel & Gastwirth, 2008). 

 
Figure 2: Descriptive statistics for EC indicators 

 

 
 

    The corresponding histograms for the three EC indicators are presented in Figure 3. As one can 

see, the histograms for all three indicators are approximately bell-shaped and symmetric about the 

mean; which again suggests univariate normality for each of the EC indicators. Taken together, 

one could likely conclude that the data follows a normal distribution for all three indicators of EC. 
 

Figure 3: Histograms for EC indicators 
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Assessing multivariate normality in PLS-SEM 

    By selecting “View/save analysis results”, users can access the menu option “View latent 

variable coefficients”. Figure 4 shows the descriptive statistics for all latent variables in the model, 

allowing users to check for multivariate normality. As exhibited, the skewness and excess kurtosis 

statistics for PM and JS are close to zero (0.043 and -0.333 for PM, and 0.062 and -0.500 for JS), 

which implies that the data is normally distributed. These two latent variables also pass the JB and 

RJB tests of normality.  

    EC and SU score relatively higher on skewness and excess kurtoses, with values of -0.200 and 

0.454 for EC, and 0.342 and 1.073 for SU; which are still considered acceptable as they fall within 

the -1.5 and +1.5 range (Tabachnick & Fidell, 2013). Out of the two latent variables, EC fails the 

RJB test of normality while SU fails both the JB and RJB tests of normality. 

 
Figure 4: Descriptive statistics for all latent variables 

 

 
 

 

    Figure 5 presents the histograms for the four latent variables in the model. As displayed, the 

histograms for EC, PM, and JS are roughly bell-shaped and symmetric about the mean, whereas 

the histogram for SU is somewhat right-skewed. Based on the statistics and histograms, one could 
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possibly conclude that the data approximates a normal distribution for EC, PM, and JS yet is 

slightly positive-skewed for SU. 

 
Figure 5: Histograms for all latent variables 

 

 
 

Conclusion 

    It is recommended that researchers test for normality when the assumption of normality is in 

doubt. In this paper, we illustrate how to assess univariate and multivariate normality in the context 

of structural equation modeling via partial least squired (PLS-SEM). Our findings indicate that the 

assumption of multivariate normality is violated, which justifies the use of composite-based or 

factor-based PLS-SEM algorithms due to their robustness to deviations from normality (Kock, 

2016; 2019a; 2019b; 2019c; Kock & Hadaya, 2018). WarpPLS proves to be a powerful tool for 

analyzing the data inasmuch as it provides composite-based PLS-SEM algorithms together with 

factor-based PLS-SEM algorithms. 
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