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Abstract 

 

This paper illustrates a comparative analysis of multiple regression analysis using two different 

software. The software packages used are WarpPLS 8.0 and Stata 17. Multiple regression 

analyses performed with both software produce the same results. WarpPLS 8.0 has the added 

advantage over Stata owing to its graphic user interface that aids in model specification and 

visualization. Furthermore, it provides users with additional tools to visualize moderating 

effects. Both software have equal accuracy in terms of the results but differences in terms of what 

they offer users.  
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Introduction 
 

    Regression analysis is a basic statistical technique used in various disciplines to investigate 

correlations between variables. This paper aims to provide a comprehensive comparative 

analysis of multiple regression analysis performance using two widely utilized software 

packages: WarpPLS and Stata. WarpPLS is an established software known for its robust 

variance-based and factor-based structural equation modeling (SEM) capabilities, which rely on 

partial least squares (PLS) and factor-based methods (Canatay et al., 2022). Although WarpPLS 

is primarily utilized for SEM (Amora, 2021; Morrow & Conger, 2021; Rasoolimanesh, 2022; 

Amora, 2023), it also offers robust regression analysis tools. This versatility makes WarpPLS an 

attractive option for researchers looking to seamlessly integrate SEM and regression analysis. 

While SEM using the PLS method is still employed today in a broad range of fields such as 

information systems, health, and organizational leadership (Kock, 2022a, 2014; Kock et al., 

2019), the WarPLS software, which offers users a wide range of features, many of which are 

absent in other SEM software, has been inadequately utilized vis-à-vis its regression abilities 

(Kock, 2023, 2022b). Stata, a prominent software used in finance, economics, and sociology, is 

renowned for its wide-ranging regression modeling features (Sauerbrei et al., 2006). By 
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juxtaposing these two software packages, this paper highlights their respective similarities, 

strengths, ease of use, visualization capabilities, and the accuracy of the results obtained. 

Additionally, this comparison seeks to illuminate the often-overlooked regression capabilities of 

WarpPLS, a software primarily known for its structural equation modeling prowess, while 

contrasting these features with Stata's well-established regression tools. By doing so, we aim to 

broaden researchers' perspectives on the potential applications of WarpPLS beyond its typical 

use, particularly in the realm of multiple regression analysis. 

 

Illustrative model 

    In WarpPLS 8.0 (Kock, 2020; Kock, 2022a), users can specify the regression model visually 

through a user-friendly graphical interface. This feature allows an intuitive understanding of the 

relationships between predictor and criterion variables, depicted by directional arrows (Figure 1). 

The software presents the analysis results in a diagrammatic and tabular form, thus facilitating 

straightforward interpretation and information assimilation. Robust inference is ensured by 

WarpPLS, which reports the regression coefficients' statistical significance at the p < 0.001 level 

(Figure 2). 

 

Figure 1: From the left, the base model displaying conceptual links between the variables followed by the 

results of the analysis performed using WarpPLS 

 

 
 

Figure 2: The regression coefficients and their P-values 

 

 
 

    On the other hand, Stata requires users to define the regression model using code. While this 

approach may not be as visually pleasing, it offers advanced users greater flexibility and 
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customization options. Stata presents the regression results in a tabular format (Figure 3), 

providing unstandardized and standardized coefficients (Jann ETH Zurich, 2005). 

    Both software packages yield consistent results for the base model, with negligible differences 

attributable to rounding standards. WarpPLS’s graphical interface and diagrammatic 

representation of results can provide a more accessible and intuitive approach for users with less 

coding experience or those seeking a more visual grasp of the model. 
 

Figure 3: The unstandardized regression results for the base model (above), and the standardized regression 

results for the base model (below) 
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Testing moderating effects 

    WarpPLS allows users to specify moderating effects directly through the graphical interface 

(Kock, 2020; Hubona & Belkhamza, 2021), further enhancing the visual representation of the 

model (Figure 4). It also offers a range of visualization tools to explore the moderating effects, 

including 2D and 3D graphs in standardized and unstandardized scales (Figures 5, 6, and 7). The 

rocky (Figure 6) and smooth (Figure 7) formats are both generated through Delauny 

triangulations, except that the latter pictorially resembles a bed sheet. These visuals provide 

valuable insights into the nature and strength of the moderating relationships. 

    In Stata, users must specify moderating effects through code (Figure 8). While this approach 

may be more flexible for advanced users, it may present a steeper learning curve for those less 

familiar with coding. Stata generates a 2D graph to visualize the moderating effect, albeit with 

standardized values only (Figure 9). 

    Both software packages produce consistent results for the moderating effects analysis, with 

any minor discrepancies likely attributable to rounding conventions or visualization techniques. 

Regarding the results, both software have very little to separate them; any difference in usage 

could be attributed to the preference of users belonging to various fields. WarpPLS’s graphical 

interface and diagrammatic representation of moderating links can provide more conceptual 

clarity for users seeking a more visual grasp of the mechanism. 
 

Figure 4: From the left, the base model displaying conceptual links between the variables, followed by the 

moderating effect performed using WarpPLS 
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Figure 5: The 2D graph displaying the moderating effect (WarpPLS) 
 

 
 

 

 

 

Figure 6: The rocky 3D graph displaying the moderating effect 
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Figure 7: The smooth 3D graph displaying the moderating effect 
 

 

 
Figure 8: The standardized regression coefficients for the model with the moderating effect 
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Figure 9: The 2D graph displaying the moderating effect (Stata) 

 

 
 

 

Conclusion 

    In conclusion, both WarpPLS and Stata are powerful software packages capable of performing 

multiple regression analyses with high accuracy. The choice between the two, however, may 

depend on the specific needs and preferences of the user. WarpPLS excels in its user-friendly 

graphical interface, intuitive model specification, and comprehensive visualization tools, making 

it an attractive option for researchers seeking a more visual and interactive approach to 

regression analysis. Its ability to visualize moderating effects through 2D and 3D graphs in 

standardized and unstandardized scales is a notable strength. Moreover, WarpPLS’s core 

strength lies in its robust variance-based and factor-based structural equation modeling 

capabilities, which rely on partial least squares (PLS) and factor-based methods. On the other 

hand, Stata offers greater flexibility and customization through its code-based approach, catering 

to advanced users of statistical analysis with specialized requirements. Its tabular output provides 

a more detailed view of the regression coefficients. Ultimately, both software packages generate 

multiple regression analysis results that are consistent and reliable for multiple regression 

analysis, and their respective strengths align with various user preferences and research 

objectives. 
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