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Abstract 

A multi-algorithm technique is presented for combining latent variables estimated as composites 

or factors into a single model, in the context of structural equation modeling via partial least 

squares. The multi-algorithm technique consists of three key steps: selecting composite-based or 

factor-based outer model analysis algorithms to be used for latent variable estimation; adding 

the latent variables estimated with the chosen composite-based or factor-based algorithms as 

new standardized variables; and creating and estimating a final model with the new variables 

added as single indicators of latent variables. 
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Introduction 

    We discuss a multi-algorithm technique for combining latent variables (LVs) estimated as 

composites and factors in one single model, in the context of structural equation modeling via 

partial least squares (PLS-SEM). The multi-algorithm technique involves a few primary steps: 

choosing composite-based or factor-based outer model analysis algorithms to be used for LV 

estimation; adding the LVs estimated with the chosen composite-based or factor-based outer 

model analysis algorithms as new standardized variables; and creating and analyzing a model 

with the new algorithm-specific variables added as single indicators of LVs. 

    Our discussion is based on an illustrative model analyzed with the software WarpPLS, Version 

8.0 (Kock, 2022a). WarpPLS is a widely used SEM software that implements both classic 

composite-based as well as factor-based PLS-SEM algorithms (Kock, 2019a; 2019b), where LVs 

can be estimated through various algorithms, among other features that can be useful in 

advanced SEM analyses (Amora, 2021; 2023; Canatay et al., 2022; Cox, 2024; Hubona & 

Belkhamza, 2021; Kock, 2015a; 2015b; 2015c; 2016; 2019a; 2019b; 2020a; 2020b; 2020c; 

2021a; 2021b; 2021c; 2022a; 2022b; 2022c; 2023a; 2023b; Kock & Gaskins, 2016; Kock & 

Lynn, 2012; Ma & Zhang, 2023; Moqbel et al., 2020; Morrow & Conger, 2021; Rasoolimanesh, 

2022; Samak et al., 2024; Tarkom & Gopal, 2024). 
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Illustrative model and data 

    The illustrative model shown in Figure 1 contains two exogenous LVs, namely DM and SJ; 

and three endogenous LVs, indicated as JS, OC and JP. This illustrative model served as the 

basis for the creation of a simulated dataset, through the Monte Carlo method (Kock, 2016), with 

a sample size of 500. Under each LV, we list the composite-based or factor-based outer model 

algorithm used for LV estimation. 
 

Figure 1: Illustrative model 

 
Notes: DM = democratic management; SJ = scarcity of comparable jobs; JS = job satisfaction; OC = organizational 

commitment; JP = job performance; notation under LV acronym describes measurement approach and number of 

indicators, e.g., (R)3i = reflective measurement with 3 indicators. 

 

 

    The outer model analysis algorithms used are Factor-Based PLS Type CFM3 (PLSF-CFM3), 

Factor-Based PLS Type CFM1 (PLSF-CFM1), PLS Mode A (PLSA), and PLS Mode B (PLSB). 

The PLSF-CFM3 and PLSF-CFM1 algorithms generate estimates of factors, in two stages, 

explicitly accounting for measurement error. Like covariance-based SEM algorithms, these 

algorithms are fully compatible with common factor model assumptions. The PLSA and PLSB 

algorithms, on the other hand, are classic composite-based PLS algorithms, which do not 

explicitly account for measurement error. 

    In their first stages, the PLSF-CFM3 and PLSF-CFM1 algorithms employ a true composite 

estimation sub-algorithm, which estimates composites based on mathematical equations that 

follow directly from the common factor model. The second stage employs a variation sharing 

sub-algorithm, which can be seen as a soft version of the classic expectation-maximization 

algorithm used in maximum likelihood estimation, with apparently faster convergence and 

nonparametric properties (Kock, 2019a; 2019b). 

    The PLSF-CFM3 algorithm employs both loadings and reliabilities from Dijkstra's consistent 

PLS (a.k.a. PLSc) technique; the former (i.e., loadings) to improve computation efficiency, and 
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the latter (i.e., reliabilities) to estimate measurement error and true composite weights. The 

PLSF-CFM1 algorithm does not employ Dijkstra's consistent PLS technique at all, instead using 

Cronbach’s alpha coefficients to estimate measurement error and true composite weights. 

    The PLSA algorithm is often referred to as the reflective mode of classic composite-based 

PLS, which is arguably incorrect because both reflective and formative LVs can be used with 

this algorithm. In it, the inner model influences the outer model through path coefficients and 

correlations, depending on whether the links go into or out from each LV, respectively. In PLSA 

the outer model weights are calculated through a least squares regression where the LV is the 

predictor and the indicators are the criteria. 

    The PLSB algorithm is often referred to as the formative mode of classic composite-based 

PLS. Again, this is most likely a misrepresentation based on incorrect assumptions, for the same 

reason discussed above, namely that both reflective and formative LVs can be used with this 

algorithm. PLSB is often less stable than PLSA, and usually yields LVs that present higher inter-

correlations. This latter characteristic makes some researchers favor the use of PLSB. 

    In PLSB, similarly to PLSA, the inner model influences the outer model through path 

coefficients and correlations, depending on whether the links go into or out from each LV, 

respectively. In the PLSB algorithm, unlike its PLSA counterpart, the outer model weights are 

calculated through a least squares regression where the indicators are the predictors and the LV 

is the criterion. 

 

Combining composites and factors in one model 

    As previously noted, the process of combining composites and factors in one single model 

involves the main following steps: (1) choosing composite-based or factor-based outer model 

analysis algorithms to be used for LV estimation; (2) adding the LVs estimated with the chosen 

composite-based or factor-based outer model analysis algorithms as new standardized variables; 

and (3) creating and analyzing a model with the new variables added as single-indicator LVs. 

    Choosing a composite-based or factor-based outer model analysis algorithm to be used for LV 

estimation can be done through the “View or change general settings” menu option, available 

under the “Setting” option on the main menu; which allows users to set the outer model analysis 

algorithm, among other settings (see Figure 2). Once this choice is made, the researcher should 

perform the SEM analysis, and add the LV or LVs estimated with the specific composite-based 

or factor-based outer model analysis algorithm as new standardized indicators (see Figure 3). 

Finally, the researcher should then proceed to create a model with the new variables added as 

single-indicator LVs (see Figure 4), and perform the SEM analysis one final time. 

    Note that the final model does not only contain a combination of composites and factors, but 

of composites and factors estimated via different algorithms. In our case, the algorithms used 

were PLSF-CFM3 (for DM), PLSF-CFM1 (for JP), PLSA (for SJ), and PLSB (for JS and OC). 

The final model contains LVs with single indicators, which allow for the estimation of the 

structural model parameters. However, the final model does not contain important measurement 

model parameters such as loadings and reliability coefficients. 

    The measurement model parameters of interest can be obtained from the project files storing 

the intermediate analyses using the selected algorithms, which should be saved separately for this 

purpose. Since we used four algorithms in our analysis – namely PLSF-CFM3, PLSF-CFM1, 

PLSA, and PLSB – there should be four project files storing the results of the intermediate 
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analyses. In addition to these four project files, one extra file should be created to store the 

results of the analysis of the final model containing the LVs with single indicators. 
 

Figure 2: Choosing an outer model analysis algorithm 

 
 

 

Figure 3: Adding LVs as new standardized indicators 
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Figure 4: Creating a model with new LVs as indicators 

 
 

 

Figure 5: Results using different approaches 
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Analysis of model with new LVs as indicators 

    Figure 5 shows the results of the analysis of the final model containing the LVs with single 

indicators. Also shown are the results of one of the intermediate analyses employing only the 

PLSF-CFM3 algorithm. The former is at the bottom right of the figure, and the latter at the top 

left. As we can see, the structural model analysis results, which include path coefficients and R-

squared values, varied significantly across models. 

    In the final model employing LVs estimated as composites and factors, the R-squared 

coefficients for the endogenous LVs are considerably lower than for the intermediate model 

employing LVs estimated only as factors. Generally speaking, this is not a desirable outcome, 

suggesting that the model using LVs estimated only as factors presents a better fit with the data 

from a structural perspective. 

    On the other hand, the DM > JP and SJ > JP links, representing hypothesized direct causal 

relationships, turned out to be significant only in the final model employing LVs estimated as 

composites and factors. While this may be seen as a desirable outcome from a hypothesis testing 

perspective, the lower R-squared coefficients generally suggest poorer model fit, and also that 

the total effects DM >> JP and SJ >> JP are stronger in the model employing LVs estimated only 

as factors. 

 

Conclusion 

    In this paper, we presented a multi-algorithm strategy for combining LVs calculated as 

composites and factors into a single PLS-SEM model, which can be useful to researchers who 

want to combine LVs estimated via different composite-based or factor-based algorithms in a 

single model. Researchers may want to do so owing to multiple reasons, such as theoretical 

considerations and review panel requests. 

    The multi-algorithm technique is arguably simple to understand and easy to implement. To 

recap, it consists of three key steps: selecting composite-based or factor-based outer model 

analysis algorithms to be used for LV estimation; adding the LVs estimated with specific 

composite-based or factor-based algorithms as new standardized variables; and developing and 

estimating a model with the new variables added as single-indicator LVs. 
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